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Style varies cross-culturally Creating a holistic politeness dataset

- Communication practices, specifically linguistic styles Using Wikipedia editor talk pages, we create the first
(like politeness), vary across cultures. multilingual politeness dataset to:
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A frameworKk for style comparison Visualizing differences in politeness

(1) Word-Level Importances
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Style is subjective and expressed differently across
languages, so standard 1:1 translation of style lexica is - Our framework provides an explanation of how style
flawed. We use embedding-based expansion and differs across languages that is faithful as well as
purification techniques to improve lexica translation. interpretable.
(3) Feature Set Aggregation - Future work can use our methodology to:
- Inform culturally-adaptable LMs
d B - Help people learning a second language to understand
Lex’?al ) -= = Category-level importance stylistic nuances and improve fluency
Categories scores across languages
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Step (2) gives us parallel lexical categories, like “Greeting” or
“Apologetic”, across languages. We aggregate word-level
importance scores from (1) into the lexical categories from
(2) to get a comparison of how style differs multilingually.
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